Chapter 10:  Testing Claims Regarding a Parameter

Section 10.1:  The Language of Hypothesis Testing

Objectives:  Students will be able to:  


Determine the null and alternative hypothesis from a claim

Understand Type I and Type II errors

State conclusions to hypothesis tests

Vocabulary:  

Hypothesis – a statement or claim regarding a characteristic of one or more populations

Hypothesis Testing – procedure, base on sample evidence and probability, used to test hypotheses

Null Hypothesis – H0, is a statement to be tested; assumed to be true until evidence indicates otherwise

Alternative Hypothesis – H1, is a claim to be tested.(what we will test to see if evidence supports the possibility)

Level of Significance – probability of making a Type I error, α

Key Concepts:  


Steps in Hypothesis Testing



A claim is made



Evidence (sample data) is collected to test the claim



The data are analyzed to assess the plausibility (not proof!!) of the claim
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Four Outcomes from Hypothesis Testing

1) We reject the null hypothesis when the alternative hypothesis is true (Correct Decision)

2) We do not reject the null hypothesis when the null hypothesis is true (Correct Decision)

3) We reject the null hypothesis when the null hypothesis is true (Incorrect Decision – Type I error)

4) We do not reject the null hypothesis when the alternative hypothesis is true (Incorrect Decision – Type II error)

Example 1:  You have created a new manufacturing method for producing widgets, which you claim will reduce the time necessary for assembling the parts. Currently it takes 75 seconds to produce a widget. The retooling of the plant for this change is very expensive and will involve a lot of downtime. 
Ho : 

Ha: 

 

TYPE I: 

 

TYPE II: 
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Remember what the English phases from chapter 6 mean for mathematical equations

	Math Symbol
	Phrases

	≥
	At least
	No less than
	Greater than or equal to

	>
	More than
	Greater than
	

	<
	Fewer than
	Less than
	

	≤
	No more than
	At most
	Less than or equal to

	=
	Exactly
	Equals
	Is 

	≠
	Different from
	
	


Example 1:  A manufacturer claims that there are at least two scoops of cranberries in each box of cereal
Parameter to be tested:
Test Type:  
H0:
Ha:
Example 2: A manufacturer claims that there are exactly 500 mg of a medication in each tablet
Parameter to be tested:
Test Type:  
H0:
Ha:
Example 3: A pollster claims that there are at most 56% of all Americans are in favor of an issue
Parameter to be tested:
Test Type:  
H0:
Ha:
Homework:  pg 511-513;  1, 2, 3, 7, 8, 12, 13, 14, 15, 17, 20, 37 

Section 10.2:  Testing Claims about a Population Mean Assuming the Population Standard Deviation is Known

Objectives:  Students will be able to:  


Understand the logic of hypothesis testing


Test a claim about a population mean with σ known using the classical approach


Test a claim about a population mean with σ known using P-values


Test a claim about a population mean with σ known using confidence intervals


Understand the difference between statistical significance and practical significance

Vocabulary:  

Statistically Significant – when observed results are unlikely under the assumption that the null hypothesis is true.  When results are found to be statistically significant, we reject the null hypothesis

Practical Significance – refers to things that are statistically significant, but the actual difference is not large enough to cause concern or be considered important

Key Concepts:


Logic of Classical Approach:  If the sample mean is too many standard deviations from the mean stated in the null hypothesis, then we reject the null hypothesis (accept the alternative)


Logic of P-value Approach:  Assuming H0 is true, if the probability of getting a sample mean as extreme or more extreme than the one obtained is small, then we reject the null hypothesis (accept the alternative).

Requirements to test, if sigma is known:

1. Simple random sample

2. large sample size (n > 30) [ if sample size < 30, then box and normal probability plots required]
or sample has no outliers and population from which the sample was drawn is normally distributed 

Steps for Testing a Claim Regarding the Population Mean with σ Known (Classical or P-value)


0.    Test Feasible (the two requirements listed above)

1. Determine null and alternative hypothesis (and type of test:  two tailed, or left or right tailed)

2. Select a level of significance α based on seriousness of making a Type I error

3. Calculate the test statistic

4. Determine the p-value or critical value using level of significance (hence the critical or reject regions)

5. Compare the critical value with the test statistic (also known as the decision rule)

6. State the conclusion
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Interpretation of P-value:  The P-value is the probability of obtaining a sample mean that is more or less than |z0| standard deviations from the hypothesized mean, μ0..  Remember to add both tails in two-tailed test!!  When calculating P in a two-tailed test, you can multiply one side by two because of the symmetric nature of the Z distribution!

Testing a Claim using Confidence Intervals:


When testing H0: μ = μ0 versus H1: μ ≠ μ0, 
a) if a (1 – α)* 100% confidence interval contains μ0, we do not reject the null hypotheses.  
b) if the confidence interval does not contain μ0, we have sufficient evidence that supports the claim stated in the alternative hypothesis and conclude μ ≠ μ0 at the level of significance, α
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Note:  Large sample sizes can lead to statistically significant results that are not practically significant
Example 1:  A simple random sample of 12 cell phone bills finds x-bar = $65.014.   The mean in 2004 was $50.64.  Assume σ = $18.49.  Test if the average bill is different today at α = 0.05 level.  Use each approach. 
Homework:  pg 526 – 530:  1, 3, 4, 10, 12, 17, 28, 29, 30
Section 10.3:  Testing Claims about a Population Mean in Practice

Objectives:  Students will be able to:  


Test a claim about a population mean with σ unknown

Vocabulary:  None New
Key Concepts:


Usually σ is not known, so we have to do either of our two methods using the t-statistic in our test statistic and critical values.  With small sample sizes you need to check normality (and outliers).
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TI-83/84 and Excel step by step use to determine P-value is listing on page 544

Example 1:  A simple random sample of 12 cell phone bills finds x-bar = $65.014 and s = $18.49.  The mean in 2004 was $50.64.  Test if the average bill is different today at α = 0.05 level.  
Example 2:  A simple random sample of 40 stay-at-home women finds they watch TV an average of 16.8 hours/week with   s = 4.7 hours/week.  The mean in 2004 was 18.1 hours/week.  Test if the average is different today at α = 0.05 level.  
Homework:  pg 538 – 542:  1, 6, 7, 11, 18, 19, 23
Section 10.4:  Testing Claims about a Population Proportion

Objectives:  Students will be able to:  


Test a claim about a population proportion using the normal model


Test a claim about a population proportion using the binomial probability distribution

Vocabulary:  None New
Key Concepts:

Requirements to test, population proportion:

1. Simple random sample

2. np0(1-p0) ≥ 10 and n ≤ 0.05N


Steps for Testing a Claim Regarding the Population Proportion (Classical or P-value)


0.    Test Feasible (the two requirements listed above)

1. Determine null and alternative hypothesis (and type of test:  two tailed, or left or right tailed)

2. Select a level of significance α based on seriousness of making a Type I error

3. Calculate the test statistic

4. Determine the p-value or critical value using level of significance (hence the critical or reject regions)

5. Compare the critical value with the test statistic (also known as the decision rule)

6. State the conclusion
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Example 1:  Nexium is a drug that can be used to reduce the acid produced by the body and heal damage to the esophagus due to acid reflux.  Suppose the manufacturer of Nexium claims that more than 94% of patients taking Nexium are healed within 8 weeks.  In clinical trials, 213 of 224 patients suffering from acid reflux disease were healed after 8 weeks.  Test the manufacturers claim at α=0.01 level of significance.
Example 2:  According to USDA, 48.9% of males between 20 and 39 years of age consume the minimum daily requirement of calcium.  After an aggressive “Got Milk” campaign, the USDA conducts a survey of 35 randomly selected males between 20 and 39 and find that 21 of them consume the min daily requirement of calcium.  At α = 0.1 level of significance, is there evidence to conclude that the percentage consuming the min daily requirement has increased?
Hypothesis Testing Calculator Review
· Mean Test with σ known:  Press STAT
· Tab over to TESTS
· Select Z-Test and ENTER
· Highlight Stats
· Entry μ0, σ, x-bar, and n from summary stats
· Highlight test type (two-sided, left, or right)
· Highlight Calculate and ENTER
· Read z-critical and p-value off screen
· Mean Test with σ unknown:  Press STAT
· Tab over to TESTS
· Select T-Test and ENTER
· Highlight Stats
· Entry μ0, x-bar, st-dev, and n from summary stats
· Highlight test type (two-sided, left, or right)
· Highlight Calculate and ENTER
· Read t-critical and p-value off screen
· Population proportion:  Press STAT
· Tab over to TESTS

· Select 1-PropZTest and ENTER

· Entry p0, x, and n from given data

· Highlight test type (two-sided, left, or right)

· Highlight Calculate and ENTER

· Read z-critical and p-value off screen

Homework:  pg 550 – 552; 1, 2, 6, 12, 17, 26
Section 10.5:  Testing Claims about a Population Standard Deviation

Objectives:  Students will be able to:  


Test a claim about a population standard deviation

Vocabulary:  

Coefficient of determination, R2 – 

Key Concepts:

Hypothesis Testing (Classical or P-Value) of Population Standard Deviation
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Notes:

1) For two-tailed tests use classical approach

2) These methods are not robust (if data analysis indicates non-normal population, these procedures are not valid)

Example 1:  A manufacturer of precision machine parts claims that that the standard deviation of their diameters is .0010 mm or less. We perform an experiment on a sample of size, n = 50.  We find that our sample standard deviation is s = 0.0012 and the data appears to be bell shaped.  At α = 0.01, does the data show significantly that the manufacturer is not meeting their claim?
Homework:  pg 556 – 558; 2, 3, 5, 7, 17
Section 10.6:  Putting it all Together:  Which Method do I Use?

Objectives:  Students will be able to:  


Determine the appropriate hypothesis test to perform

Vocabulary:  None new
Key Concepts:
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Homework:  pg 559 – 561;  1, 2, 3, 7, 9, 12, 16
Section 10.7:  Probability of a Type-II Error and the Power of the Test

Objectives:  Students will be able to:  


Determine the probability of making a Type II error


Compute the power of the test

Vocabulary:  

Power of the test – value of 1 – β

Power curve – a graph that shows the power of the test against values of the population mean that make the null hypothesis false.

Key Concepts:


Probability of Type II Error
1) Determine the sample mean that separates the rejection region from the non-rejection region
      x-bar = μ0 ± zα · σ/√n

2) Draw a normal curve whose mean is a particular value from the alternative hypothesis, with the sample mean(s) found in step 1 labeled.
3) The area described below represents β, the probability of not rejecting the null hypothesis when the alternative hypothesis is true.
a.  Left-tailed Test:  Find the area under the normal curve drawn in step 2 to the right of x-bar
b.  Two-tailed Test:  Find the area under the normal curve drawn in step 2 between xl and xu
c.  Right-tailed Test:  Find the area under the normal curve drawn in step 2 to the left of x-bar
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Example 1:  The current wood preservative (CUR) preserves the wood for 6.40 years under certain conditions.  We have a new preservative (NEW) that we believe is better, that it will in fact work for 7.40 years.

Homework:  pg 565 – 567; 3, 4, 7, 9
Chapter 10:  Review

Objectives:  Students will be able to:  


Summarize the chapter


Define the vocabulary used


Complete all objectives


Successfully answer any of the review exercises

Vocabulary:  None new

Problem 1:  If a researcher wishes to test a claim that the average weight of a white rhinoceros is 5,000 lbs, then she should state a null hypothesis of
1) H1: Average weight = 5,000 pounds
2) H0: Average weight = 5,000 pounds
3) H0: Average weight ≠ 5,000 pounds
4) H0 + H1: Average weight = 5,000 pounds
Problem 2:  If the hypotheses for a test are


H0: μ = 20 seconds


H1: μ < 20 seconds
 then an example of a Type I error occurs when
1) μ = 20 seconds and we did not reject H0
2) μ = 15 seconds and we rejected H0
3) μ = 25 seconds and we did not reject H0
4) μ = 20 seconds and we rejected H0
Problem 3:  The classical approach rejects the null hypothesis H0: μ = 20 when
1) The sample mean is far (too many standard deviations) from 20
2) The sample mean is not equal to 20
3) The sample mean is close (too few standard deviations) to 20
4) The sample mean is equal to 20
Problem 4:  In the P-value approach, relatively small values of the P-value correspond to situations where
1) The classical approach does not apply
2) The null hypothesis H0 must be accepted
3) The null hypothesis H0 must be rejected
4) The probability of obtaining such a sample mean is relatively small
Problem 5:  When the population standard deviation σ is not known, then we should perform hypothesis tests using
1) The alternative hypothesis
2) The t-distribution
3) The normal distribution
4) The Type II Error
Problem 6:  In testing a claim regarding a population mean with σ is unknown, we
1) May use only the classical approach with the t-distribution
2) May use only the P-value approach with the t-distribution
3) May use either the classical approach or the P-value approach with the t-distribution
4) May use either standard normal distribution with the t-distribution 
Problem 7:  A possible null hypothesis for testing a claim regarding a population proportion is
1) H0: Mean Weight of Dogs = 20 kgs 
2) H0: Standard Deviation of Weight of Dogs = 8 kgs 
3) H0: Proportion of Dogs Weighs 30 kgs 
4) H0: Proportion of Dogs that weigh < 30 kgs = 0.30 
Problem 8:  Tests of a claim about a population proportion use
1) The normal model, or the binomial probability distribution if the sampling distribution is not normal
2) Always the normal model
3) Always the Type II model
4) The t-distribution, or the sampling distribution if the sample size is too small
Problem 9:  The test of a claim about a population standard deviation uses the
1) Normal distribution
2) The t-distribution
3) The chi-square distribution
4) All of the above
Problem 10:  If a sample size n is 65, then a test of a claim about a population standard deviation uses
1) A normal distribution with mean 65
2) A normal distribution with standard deviation 64
3) A chi-square distribution with 65 degrees of freedom
4) A chi-square distribution with 64 degrees of freedom 
Problem 11:  To determine the appropriate hypothesis test to perform, we should
1) Consider which P-value we wish to obtain
2) Consider which type of parameter we are analyzing
3) Consider whether the null hypothesis is known or unknown
4) All of the above
Problem 12:  If the hypotheses for a test are


H0: μ = 20 seconds


H1: μ < 20 seconds
then an example of a Type II error occurs when
1) μ = 25 seconds and we did not reject H0
2) μ = 15 seconds and we rejected H0
3) μ = 15 seconds and we did not reject H0
4) μ = 20 seconds and we rejected H0
Problem 13:  A large power for a test occurs when
1) The Type II error β is small
2) The probability of failing to reject the null hypothesis, when the alternative hypothesis is true, is small
3) Distinguishing between the null hypothesis and the alternative hypothesis is relatively clear with the data
4) All of the above
Summary:
· We can test whether sample data supports a hypothesis claim about a population mean, proportion, or standard deviation
· We can use any one of three methods
· The classical method
· The P-Value method
· The Confidence Interval method
· The commonality between the three methods is that they calculate a criterion for rejecting or not rejecting the test statistic
Homework:  pg 568 – 571; 1, 5, 7, 9, 14, 27
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Confidence Interval Approach
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Three Ways – Null versus Alternative Hypothesis
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Classical Approach
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Four Outcomes from Hypothesis Testing

H0: the defendant is innocent

H1: the defendant is guilty



Type I Error (α):  convict an innocent person

Type II Error (β):  let a guilty person go free



Note: a defendant is never declared innocent; just not guilty
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